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Abstract

Air pollution is one of the major environmental concerns faced by many countries including Pakistan. Being the

major component of the pollution, particulate matters 2.5µm diameter (PM2.5), are known to highly raise health

risks to people in the country. The present study investigates the modelling and prediction of particulate matter

2.5µm using its precursor values and meteorological parameters; temperature, humidity levels, and wind speeds in

Lahore and Karachi. The air quality of Lahore repeatedly plummets to hazardous levels in the winter season

which is a severe threat to the public health and environment. An Artificial Neural Network (ANN) architecture

was designed to predict PM2.5 by employing meteorological parameters (temperature, relative humidity & wind

speed) and precursor values of PM2.5. The model consists of an input layer with four input variables, a hidden

layer with 10 neurons, and an output layer consisting of PM2.5. The model was used for both the cities of Lahore

and Karachi. The Root Mean Square Error (RMSE) value for Karachi was less than 18 and for Lahore, it was 39.

The prediction of PM2.5 via ANN was good for Lahore and Karachi. However, the results of the modeling are

better for Karachi. The accuracy of results were further verified by Mean Absolute Percentage Error (MAPE),

Mean Absolute Bias Error (MABE), and Chi square statistics (Chi).
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Introduction

One of the serious issues regarding the prevailing

environment in contemporary times is air pollution.

Among the various factors influencing air pollution,

PM2.5 stands out contributing to significant health

concerns in humans. Pope et al. (2009), Brook et al.

(2010). The main sources that contribute to the PM2.5

levels include the combustion of fossil fuel, industrial

activities, emissions from vehicles, and natural

resources like dust and wildfires (Liu et al., 2020). PM2.5

causes various health issues, including respiratory

problems, cardiovascular diseases, and in some cases

premature death (Linden, (2019). The World Health

Organization has also established guidelines and cate-

gorization limits for the levels of PM2.5 (WHO, 2006).

There has been recent interest in understanding the

associations between PM2.5 and meteorological

parameters because they are used to develop an

effective air quality management strategy (Laden et al.,

2006; Zhao et al., 2017). Three different studies were

carried on to understand the dependence of

meteorological parameters on PM2.5 (Jacob & Winner,

2009; Tai et al., 2010; Yang et al., 2017). The

outcomes of these studies were not similar, for

example, a positive correlation was found between

relative humidity and PM2.5 where whereas a negative

correlation between temperature and PM2.5 in the

region of the United States (Laden et al., 2006). For

China, the outcomes showed that temperature is posi-
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tively correlated with PM2.5 (Zhang et al., 2015). A

study carried out in India showed a positive correlation

for both, temperature and relative humidity with PM2.5

(Zhang et al., 2015). PM2.5 concentrations have also

been influenced by another meteorological parameter,

i.e. wind. A study in England found that wind speed

had a negative correlation with PM2.5 levels, which may

be because wind speed dispersed the pollutants and

hence reduced the concentrations (Harrison et al.,

2012). Similarly, a study in India revealed that the

direction of the wind from industrial areas plays a vital

role in contributing to higher concentrations of PM2.5

(Kumar et al., 2011). An extensive usage of Artificial

Neural Networks (ANNs) has been observed, during

the last few years, to simulate and predict the levels of

PM2.5; being able to represent complex nonlinear

relationships among the variables (Gardner & Dorling,

1998; Kukkonen et al., 2003). For example, a study in

the United States used an ANN model to predict PM2.5

concentrations in Los Angeles, with satisfactory results

(Gardner & Dorling, 1998). A study in China used an

ANN model to predict PM2.5 concentrations in Beijing,

with sufficiently good results (Wang and Sun, 2019).

Also, Masood and Ahmad, in 2023 used an ANN

model to predict PM2.5 concentrations in Delhi, India,

with satisfactory results. A few studies were also

conducted in the context of Pakistan. A study in 2019

by basheer et al., for Lahore found that PM2.5

concentrations were high during the winter months and

low during the summer months. Another study in

Karachi revealed that PM2.5 concentrations were high

in industrial areas and low in residential areas (Shahid et

al., 2016). In Pakistan, there is a need for more closer

study of the relationships between PM2.5 and meteoro-

logical parameters, in addition to the application of

ANN models for predicting PM2.5 concentrations.

Hence, this study aims to address this gap by

investigating the relationships between PM2.5 and

temperature, relative humidity, and wind speed in

Lahore and Karachi, and by developing an ANN

model to predict PM2.5 concentrations in these cities.

Methodology

To study and compare the air quality of Lahore and

Karachi machine learning methodology based on

Artificial Neural Network has been used. ANN works

in the same way as the human brain perception

technique works. Like a message conveyed to various

parts of the brain via neurons, ANN uses neurons to

perceive the mathematical dependence of the input

variable. The simplest ANN architecture consists of

three layers, one input layer, where input variables are

fed into the network, the second layer is the hidden

layer, which consists of various numbers of neurons

that are connected through input variables and

random weights for each variable. The weights for

neutrons are adjusted so that neurons understand

complex relationships between input and output

variables. In this study, we employed meteorological

parameters daily average temperature, daily average

humidity, and wind speed as input parameters to

predict the PM2.5 for two cities (Karachi and Lahore)

in Pakistan. An additional parameter precursor value

of PM2.5 was used in the set of input variables. A

single hidden layer with ten neurons was employed

that connects the output parameter. The architecture

of the neural network is shown in the Figure 1.

Figure 1

Neural Network Architecture for Prediction of  

PM2.5 by precursor values and meteorological 

parameters.
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𝑀𝐴𝑃𝐸 =
𝑃𝑀2.5 𝑅𝑒𝑐𝑜𝑟𝑑𝑒𝑑 − 𝑃𝑀2.5 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

𝑃𝑀2.5 𝑅𝑒𝑐𝑜𝑟𝑑𝑒𝑑
𝚡100

Data

The data on particulate matter were obtained from the

Pakistan Environmental Protection Agency (EPA)

from January 2021 to December 2023 for Lahore and

Karachi cities. While, Meteorological data, like

temperature and relative humidity, were requested and

collected from the Pakistan Meteorological

Department (PMD) for the same time frame as PM2.5

data. The datasets were prepared by cleaning and

preprocessing the data and then addressing data gaps.

Error Analysis

To compare the errors in the predicted values of PM2.5

by the ANN model, the following errors were

calculated.

𝑅𝑀𝑆𝐸 =
𝑃𝑀2.5 𝑅𝑒𝑐𝑜𝑟𝑑𝑒𝑑 − 𝑃𝑀2.5 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

2

𝑛

𝑀𝐴𝐵𝐸 =
𝑃𝑀2.5 𝑅𝑒𝑐𝑜𝑟𝑑𝑒𝑑 − 𝑃𝑀2.5 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

𝑛

𝐶ℎ𝑖 =
𝑃𝑀2.5 𝑅𝑒𝑐𝑜𝑟𝑑𝑒𝑑 − 𝑃𝑀2.5 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

2

𝑃𝑀2.5 𝑅𝑒𝑐𝑜𝑟𝑑𝑒𝑑

[1]

[2]

[3]

[4]

Results and Discussion

This study aims to predict PM2.5 values using its

precursor values together with three meteorological

parameters. An ANN model was developed for this

purpose with four input variables and one hidden

layer. The backpropagation algorithm for ANN was

employed to predict the PM2.5 values first for Lahore

and then for Karachi. Figure 2 provides a graphical

representation of the machine learning regression

through ANN modeling for Lahore. It is evident

from Figure 2 that R² values for the training,

validation, test, and combined datasets referred to as

"All" are reasonably high. It indicates a strong

correlation between the predicted and observed PM2.5

levels. The values of R² are given in Table 1.

Figure 2

Predicted PM2.5 levels in Lahore

using wind speed, humidity, and

temperature as input features
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Table 1 presents the R2 and RMSE values for ANN

training, validation, testing, and overall data for Lahore

and Karachi. The RMSE values are reasonably good,

however, the model performance for Karachi was

better than Lahore.

Training Validation Testing All RMSE MABE MAPE Chi

Lahore 0.909 0.862 0.908 0.898 39.203 27.900 0.165 7.690

Karachi 0.925 0.879 0.882 0.911 18.698 12.770 0.120 2.866

Table 1: R2 for training testing and validatioin, & error values for the regression line of the ANN Model for Lahore and Karachi

The output values of ANN are compared with the

recorded values of PM2.5. Figure 3 gives the compa-

rison between predicted (orange line) and recorded

(blue line) PM2.5 levels. It is evident from the figure that

the predicted values are close to the recorded values of

PM2.5, showing a perfect overlap in most of the regions

of the figure. The result indicates that the model

predicts PM2.5 for Lahore effectively using the four

input variables mentioned above. Figure 4 depicts the

Training, Validation, testing, and overall relationship in

the form of a regression line via ANN for the

prediction of PM2.5 in Karachi. As mentioned in Table

1 and also shown in Figure 4, the R2 values for the

training, validation, testing, and all data are reasonably
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Figure 3. Comparison of predicted and actual PM2.5 levels in Lahore

good. It implies that the ANN model employed in

this study predicts PM2.5 values for Karachi relatively

Figure 4

Predicted PM2.5 levels in Karachi 

using wind speed, humidity, and 

temperature as input features
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better than Lahore. It can also be supported by RMSE

values which is almost half for Karachi (see Table 1).

Figure 5 compares the predicted values of PM2.5 with

the corresponding recorded values. There are two

sketches shown in orange (predicted) and blue

(recorded) colors. As compared to Lahore, the

predicted values of PM2.5 for Karachi are relatively

better and more close to the recorded values. This

shows that the ANN model works well for both

Lahore and Karachi. The error analysis in the model

was carried out by calculation of RMSE, MABE,

MAPE, and Chi-square values for both cities. The

values of all the errors are reasonable so the prediction

of PM2.5 by ANN using precursor values exhibits a

suitable model. Further comparison of errors within

the cities displays that all the errors for Karachi are

sufficiently less than those of Lahore. ANN model is

the best for the prediction of PM2.5 for Karachi using

its precursor values together with the meteorological

data. It can be concluded that the prediction of PM2.5

by the ANN model with its precursor values

demonstrates excellent performance. The model

predicts future values of PM2.5 using the previous

day's value. An excellent correlation is seen between

recorded and predicted values.
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Figure 5. Comparison of predicted and actual PM2.5 levels in Karachi 

Conclusions

The relationships between particulate matter (PM2.5)

and influential meteorological parameters like

temperature, relative humidity, and wind speed in

Lahore and Karachi have been investigated. The

outcomes of the study show that considered

meteorological parameters influence PM2.5 concen-

tration. To study this relationship and to predict PM2.5

ANN model was developed for Lahore and Karachi

data. ANN model with a single hidden layer and 10

neurons demonstrated excellent fitting of PM2.5 data

for Lahore and Karachi. However, the results of the

prediction of PM2.5 were better for Karachi, where

the RMSE values were about half of that of Lahore.

The use of an additional parameter in the input as

precursor values of PM2.5 enables us to predict

future values using present values of PM2.5. Such

findings will help to focus interventions at specific

conditions for controlling and mitigating PM2.5

pollution. Some recommendations are made based

on the results of the study:

1. An air quality monitoring network should be

installed in the big populated and polluted cities like

Lahore and Karachi to obtain the more close results

and predictions through integrated data.

2. A forecasting system should be developed to

predict the concentration of particulate matter over

Lahore and Karachi based on weather-related

parameters.

3. Implement emission reduction strategy to reduce

PM2.5 concentrations, such as clean and green

energy resources and implementing emission

controls on industrial sources

4. Further research should be conducted to

investigate the relationships between PM2.5 and

other air pollutants, such as NO2 and O3, in Lahore

and Karachi.
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